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Introduction

https://paperswithcode.com/sota/image-classification-on-imagenet
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Introduction

Liu, Bing, and Sahisnu Mazumder. "Lifelong and continual learning dialogue systems: learning during conversation." Proceedings of the AAAI Conference on Artificial Intelligence. 
Vol. 35. No. 17. 2021.

https://www.economist.com/special-report/2017/01/12/lifelong-learning-is-becoming-an-economic-imperative
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https://www.economist.com/special-report/2017/01/12/lifelong-learning-is-becoming-an-economic-imperative

Continual Learning of Humans

Knowledge

https://www.cs.uic.edu/~liub/Part-1-continual-learning-slides.pdf
https://www.cs.uic.edu/~liub/lifelong-machine-learning.html

http://dmqm.korea.ac.kr/activity/seminar/378
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Introduction

Wang, Liyuan, et al. "A comprehensive survey of continual learning: Theory, method and application." arXiv preprint arXiv:2302.00487 (2023).
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Paper Review



8

Paper Review: Co2L (ICCV 2021)

Cha, Hyuntak, Jaeho Lee, and Jinwoo Shin. "Co2l: Contrastive continual learning." Proceedings of the IEEE/CVF International conference on computer vision. 2021.

What type of knowledge is likely to be useful for future tasks (and thus not get forgotten), 

and how can we learn and preserve such knowledge?
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Cha, Hyuntak, Jaeho Lee, and Jinwoo Shin. "Co2l: Contrastive continual learning." Proceedings of the IEEE/CVF International conference on computer vision. 2021.
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Paper Review: Co2L (ICCV 2021)

1Khosla, Prannay, et al. "Supervised contrastive learning." Advances in neural information processing systems 33 (2020): 18661-18673.
2https://blog.naver.com/heianjung/222616494664

https://blog.naver.com/heianjung/222616494664
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1Fang, Zhiyuan, et al. "SEED: Self-supervised Distillation For Visual Representation." International Conference on Learning Representations. 2021.
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Paper Review: LUMP (ICLR 2022)

Madaan, Divyam, et al. "Representational continuity for unsupervised continual learning." International Conference on Learning Representations. 2022.
1Rao, Dushyant, et al. "Continual unsupervised representation learning." Advances in Neural Information Processing Systems 32 (2019).
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Paper Review: LUMP (ICLR 2022)

Madaan, Divyam, et al. "Representational continuity for unsupervised continual learning." International Conference on Learning Representations. 2022.
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Paper Review: LUMP (ICLR 2022)

Zenke, Friedemann, Ben Poole, and Surya Ganguli. "Continual learning through synaptic intelligence." International conference on machine learning. PMLR, 2017.
Rusu, Andrei A., et al. "Progressive neural networks." arXiv preprint arXiv:1606.04671 (2016).
Buzzega, Pietro, et al. "Dark experience for general continual learning: a strong, simple baseline." Advances in neural information processing systems 33 (2020): 15920-15930.
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Paper Review: LUMP (ICLR 2022)

Madaan, Divyam, et al. "Representational continuity for unsupervised continual learning." International Conference on Learning Representations. 2022.
https://www.slideshare.net/MLAI2/representational-continuity-for-unsupervised-continual-learning

https://www.slideshare.net/MLAI2/representational-continuity-for-unsupervised-continual-learning


23

Paper Review: LUMP (ICLR 2022)

Madaan, Divyam, et al. "Representational continuity for unsupervised continual learning." International Conference on Learning Representations. 2022.



24

Paper Review: LUMP (ICLR 2022)

Madaan, Divyam, et al. "Representational continuity for unsupervised continual learning." International Conference on Learning Representations. 2022.
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Paper Review: CaSSLe (CVPR 2022)

1Lin, Zhiwei, Yongtao Wang, and Hongxiang Lin. "Continual Contrastive Learning for Image Classification." 2022 IEEE International Conference on Multimedia and Expo
(ICME). IEEE, 2022.
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Paper Review: CaSSLe (CVPR 2022)

http://dmqm.korea.ac.kr/activity/seminar/399 http://dmqm.korea.ac.kr/activity/seminar/310 http://dmqm.korea.ac.kr/activity/seminar/302



27

Paper Review: CaSSLe (CVPR 2022)

Fini, Enrico, et al. "Self-supervised models are continual learners." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Paper Review: CaSSLe (CVPR 2022)

• 𝑧: 𝑎𝑓𝑡𝑒𝑟 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑛𝑒𝑡𝑤𝑜𝑟𝑘, ҧ𝑧: 𝑎𝑓𝑡𝑒𝑟 𝑓𝑟𝑜𝑧𝑒𝑛 𝑛𝑒𝑡𝑤𝑜𝑟𝑘

Fini, Enrico, et al. "Self-supervised models are continual learners." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.

𝑥𝐴, 𝑥𝐵

𝑧𝐴, 𝑧𝐵
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Thank you

Seokho Moon

danny232@korea.ac.kr

School of Industrial and Management Engineering, Korea University
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Example of Tasks

LeCun, Yann. "The MNIST database of handwritten digits."http://yann. lecun. com/exdb/mnist/(1998).
Van de Ven, G. M., & Tolias, A. S. “Three scenarios for continual learning.” (2018). Neural Information Processing Systems Workshops, 2018.
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Three continual learning scenarios

LeCun, Yann. "The MNIST database of handwritten digits."http://yann. lecun. com/exdb/mnist/(1998).
Van de Ven, G. M., & Tolias, A. S. “Three scenarios for continual learning.” (2018). Neural Information Processing Systems Workshops, 2018.
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Van de Ven, G. M., & Tolias, A. S. “Three scenarios for continual learning.” (2018). Neural Information Processing Systems Workshops, 2018.
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Van de Ven, G. M., & Tolias, A. S. “Three scenarios for continual learning.” (2018). Neural Information Processing Systems Workshops, 2018.
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Task-IL scenario
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Evaluation metrics
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